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Abstract
Generative cinema is an emerging field that aims to create cinematic experiences through the execution of computational algorithms. Though it has much in common with the medium of computer games, it differentiates itself by excluding the element of interaction. This allows the software greater autonomy, and an increased adherence to the conventions of cinema. I propose two alternative models for the creation of generative films. The ‘database movie’ approach centres on the automated sequencing of pre-recorded media elements, especially digital video clips, to generate films in real-time. The creation of an editing algorithm that defines how shots of various types and subjects can be meaningfully connected, is key to this approach. Another approach is ‘microworld’ cinema, which focuses on the algorithmic simulation of characters. Narrative is then emergent from the interaction of these characters. 
Generative cinema has particular advantages over conventional cinema in the presentation of dialogue. Real-world conversation has a spontaneous, improvised quality that conventional cinema dialogue can sometimes fail to capture. Like improvised acting techniques, generative film, which is inherently improvisational, has a natural affinity for the representation of dialogue’s unpredictable nature. In the database movie, footage from

multiple takes and camera angles, and of alternative possible outcomes, can be sequenced in real time to create this spontaneous effect. In microworld cinema, speech can be algorithmically generated in real time, and as this speech issues directly from an autonomous character, rather than being imposed by an external author, it has a sincerity lacking in some cinema dialogue, even if it is otherwise more simplistic.
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Introduction
This essay seeks to define the emerging field of ‘generative cinema’, and explore its 

relationship to cinematic dialogue. The first chapter focuses on the relationship between

narrative and algorithm in the context of generative cinema, a relationship that is key to both its production and discussion. I will attempt to delineate two alternative models for

generative cinema, which I will refer to as ‘database movie’ and ‘microworld’ approaches. Database movies tend to focus on the algorithmic sequencing of pre-authored video clips, while microworld generative cinema tends to centre on the algorithmic simulation of characters and environments. While the database movie has already manifested itself in the work of Lev Manovich, Stan Douglas and others, elements of the microworld approach can be seen in videogames such as The Sims. The second chapter examines the conventions of cinematic dialogue, and how these conventions might be adopted or subverted by generative cinema. The chapter begins by expanding a range of issues surrounding dialogue in cinema, such as its structural importance and the role of the ‘cinematic narrator’. This chapter continues by examining the database movie’s relationship to dialogue, particularly in Win, Place or Show, an installation by artist Stan Douglas. The chapter concludes by discussing what role dialogue might take in microworld cinema, looking also at historical attempts to simulate conversation. The essay concludes by summarising my findings and briefly speculating on what the future might hold for generative cinema.

Though the first chapter’s function is essentially to define ‘generative cinema’, outlining two possible approaches, before proceeding I will briefly define the sense in which I use the terms ‘generative’ and ‘cinema’. According to Adrian Ward, Generative art is a term given to work which stems from concentrating on the processes involved in producing an artwork, usually (although not strictly) automated by the use of a machine or computer, or by using mathematic or pragmatic instructions to define the rules by which such artworks are executed (cited in Generative.net).

Though I appreciate the validity of other forms of generative media, the focus of this 

essay is computer-automated generation. As for ‘cinema’, I use that term to refer not just 

to the presentation of motion photography with synchronised sound, but also, just as 

importantly, to cinema as a formal system: its conventions, techniques and aesthetics. 

Cinema presents narratives visually through the temporal sequencing of ‘shots’, and
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through action within the frame of each shot, and aurally through recorded voice, music 

and other sound. ‘Generative cinema’ then, is the intersection of these two fields; it must 

provide a cinematic, narrative experience for the audience, the creation of which is 

automated by rules such as computational algorithms. Videogames - which are based 

around algorithms, and which some perceive as beginning to converge with cinema - may 

seem to fit this definition, however this essay highlights various reasons why their

inherent interactivity excludes them from this field. Firstly, however, we must examine 

what narrative and algorithm are, and how they might co-exist within film and software. 
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Chapter 1 - Narrative and Algorithm
[E]scaping the prison house of language that seems so inadequate for holding 

together the disparate strands that construct post-modern subjectivity,

computer simulations provide a radically new quasi-narrative form through 

which to communicate structures of inter-connection (Friedman, 1995).

‘i++’ verses ‘1, 2, 3, 4…’
‘1, 2, 3, 4…’ is a narrative: a sequence of statements presented in deliberate order by a 

narrator. The command ‘i++’, on the other hand is an algorithm - an instruction to the 

computer to add one to the variable ‘i’ every time this line is run. When looped, the value of 

‘i’ will keep increasing, potentially infinitely. Provided the initial value of “i” is zero, the 

result is a sequence of numbers, starting ‘1, 2, 3, 4’. Though the end result is the same 

sequence of numbers, the way in which that result was achieved is entirely different, and 

marks the difference between algorithm and narrative. 

Through its close relationship to natural language, narrative is the dominant form of

communication within contemporary culture. Arguably, narrative is as old as language itself; 

it is a key process through which we construct our own personal reality and has dominated for centuries within media. Narrative comes naturally to us, as it is the way we create meaning within our own lives – in a sense what has happened to us, and the stories we tell to explain these events, defines who we are. Within cinema, narrative is presented through both language and images, though even these images are combined through a kind of editing ‘grammar’. While the roots of algorithm in mathematics are also ancient, it is only recently, through the development of the programmable computer, that algorithm’s potential has begun to be fully exploited. As a result, the significance of the algorithm as a representational form is not so well understood. 

Le Grice defines narrative as ‘a method by which events – both real or imaginary – are given  coherence through the representation of sequential connections’ (2001: 290). The author tries as far as possible to impose a fixed meaning. For Le Grice, this is a negative characteristic of  narrative cinema: ‘This linearity of causal sequence is by definition authoritarian... It is the linear coherence of the narrative and its conclusion which represses the subject (viewer) by implicitly suppressing the complexity of the viewer’s own construction of meaning’ (2001: 292). While I would concur with Le Grice that the author generally aims to communicate a 
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single possible meaning, I would argue that rather than feeling ‘suppressed’, this may be 

exactly what attracts the audience to narrative communication. Algorithm, which derives its name from Iranian mathematician Al-Khawarizmi, author of a work on arithmetic early in the 9th century (Dictionary.com), is the process of breaking down a mathematical or computational problem into a series of smaller steps. ‘An algorithm is a set of directions for carrying out a computation in terms of other smaller computations’ (Kaplan, 2003). A computer program is essentially a set of algorithms written in a programming language that the computer can interpret. As computing is generally regarded as a science not an art, programming is generally not perceived as a creative activity. I would concur with Ward and Cox, however, that ‘When a programmer develops a generative system, they are engaged in a creative act. Programming is no less an artform than painting is a technical process’ (1999). It requires the same level of insight to simulate a phenomenon through algorithm as it does to describe it through narrative, perhaps even a greater level. The programmer does not describe specific examples, but a general rule from which all possible outcomes can be generated. To continue my earlier analogy, a ‘storyteller’ does not need to know why ‘2’ follows ‘1’ in the ascending sequence of numbers in order to tell that ‘story’, whereas the programmer does. The simplest way to know which number comes after ‘3832’, for example, is not to memorise all the numbers up to this point, but to apply the algorithm that generates that sequence. Though this example is an extremely simple case, as this essay intends to show, small algorithmic statements such as ‘i++’ can be combined to build much more complex systems. It is important to remember however, that unlike this simple example, more complex algorithms require a great deal of creative interpretation: ‘there could never be an “objective” simulation free from “bias.” Computer programs, like all texts, will 

always be ideological constructions’ (Friedman, 1995).

Narratives are easy to understand as they are largely authored to be as comprehensible as 

possible. Narration tends to deliver information at rates that match what the human mind can intake. For the novel or oral anecdote, this is roughly the speed of human speech. In cinema we process spoken language (in dialogue and narration) simultaneously with visual information. As we perceive the twenty four frames a second of projected film as moving images - shots which change only every few seconds - this visual information does not overwhelm us either. In software however, the computer executes code at rates much faster than the human mind can comprehend, and so hides the majority of its working away from the viewer, who is presented with simpler visual and auditory clues. The software user can gain understanding of the underlying algorithms by reading the graphical user interface and
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interacting with the software Generative cinema is faced with the task of how to turn its 

algorithmic operations into a cinematic language that the audience can understand. 

Almost all kinds of software, from games to word processors, present displays of numerical information, for example about objects, tools or characters, clues to the algorithm behind the simulation. Variables, such as a player’s ‘health’ in a computer game are shown directly or indirectly to the user as numbers or ‘status bars’. Indeed, both the program and the user need access to these variables. For example, a game algorithm must know the value of the ‘health’ variable in order to decide when to kill the player off – the player must keep track of this value in order to avoid this fate. The simulated visual action of videogames also places an emphasis on clarity of information. This clarity and openness however is decidedly un-cinematic. As Poole notes, 

Videogame camerawork was developed in order to enable the player to see the action 

from the most useful angle… cinematic camerawork, of the kind that is immediately 

noticeable or stylish, however, often depends for its effect on hiding something from 

the viewer, not letting you see everything (2000: 93). 

Generative cinema does not have to keep the audience so well informed, and can be more 

strategic when revealing information, using cinema’s visual conventions to create tension and engagement. Interaction with software is yet another way of gaining insight into and better appreciating computer code. Indeed some have said that the attraction of gaming is in trying to work out the underlying algorithms in order to master the simulation. As we play we can create hypotheses of how we think the game will respond to our interventions, then set out to test these hypotheses. Manovich argues:

The similarity between the actions expected from the player and computer algorithms 

is too uncanny to be dismissed… As the player proceeds through the game, she 

gradually discovers the rules which operate in the universe constructed by this game. 

She learns its hidden logic, in short its algorithm (1998).

I believe, however, that the generative cinema experience should not be an interactive one. 

As Poole contends, ‘Film manipulates the viewer, but a game depends on being manipulable’ 

(2000: 95). Interactivity greatly interferes with the presentation of narrative, and while the 

videogame is an exciting new medium in its own right, the generative cinema ‘project’, if 
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there is to be one, must differentiate itself by maintaining the cinema audience’s established 

role of watching and listening rather than interacting.

One can also gain an understanding of software’s underlying algorithms by viewing its

source-code. ‘Open source’ software makes this code available for the user to examine and 

modify. This can give insight into what is really happening behind the illusion of the

graphical user interface. Just as filmmakers may, when viewing a film, perceive editing

patterns and shot compositions as well as the characters and story, programmers may have a 

special appreciation of software, noticing the internal methods and variables as well as the 

external behaviour of the game or application. For Cox et al., neither viewing source-code 

nor running software alone can give a full aesthetic appreciation of the algorithm: 

Our argument is that, like poetry, the aesthetic value of code lies in its execution, not 

simply its written form. However, to appreciate generative code fully we need to 

“sense” the code to fully grasp what it is we are experiencing and to build an

understanding of the code's actions… To separate the code and the resultant actions 

would simply limit the aesthetic experience, and ultimately limit the study of these 

forms - as a form of criticism - and what in this context might better be called a 

“poetics” of generative code (1999).

Generative cinema is faced with a dilemma. On the one hand, to really be cinema, it needs to 

use cinema’s visual language, rather than that of software, and on the other hand it must be 

apparent to the audience that they are experiencing a generative work, produced through 

algorithmic automation. Perhaps publishing accompanying source-code would provide a 

solution to this problem, but what does this offer the non-programmer, and at what point 

should the audience view this code: prior to, after or during the film? To view this code 

during the film would surely interfere with the characteristic immersion of cinema.

Algorithms for storytelling
Early intersections of algorithm and narrative included attempts to create automatic

storytelling software. Programmers such as Klein and Meehan attempted to create rule-based 

systems that would simulate the decision making process of a human author (Yazdani, 1996). 

Klein and Meehan were heavily influenced by the formalist theories of Vladimir Propp and 

Georges Polti. Polti identified a set of ‘Thirty-Six Dramatic Situations’, and their constituent 

elements, of which he claimed all stories were comprised. The situation ‘Deliverance’, for 
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example, features the elements ‘An unfortunate, a threatener, a rescuer’ (Rabiger 1997: 145). 

The assumption behind Klein and Meehan’s work was that if these theories could be used to 

understand reader comprehension of a story, they could also be reversed to automate the 

generation of new stories. Yazdani summarises their approach as the belief that: ‘if the right 

structures for a culture can be found one can generate stories using these structures’ (1996).

The output of Meehan and Klein’s software clearly illustrates the problems with the idea of 

computer as author and with applying a structural approach. As Yazdani notes, one major 

inadequacy with Meehan’s ‘Tale-Spin’ software is that it cannot read what it has written and 

judge whether or not it may be interesting to a reader (1996). It cannot learn if it has been 

successful, or reedit work to make it more engaging. 

WONDERFULL SMART LADY BUXLEY WAS RICH. UGLY OVERSEXED 

LADY BUXLEY WAS SINGLE. JOHN WAS LADY BUXLEY’S NEPHEW. 

IMPOVERISHED IRRITABLE JOHN WAS EVIL. HANDSOME OVERSEXED 

JOHN BUXLEY WAS SINGLE… (Sample output from Klein’s (1973) program –

cited in Yazdani, 1996)

As one might expect, in Klein’s work the computer generated prose is inaccurate and

repetitive, but it is the stories themselves however, that are the real failing. They are each 

built from the same structural template, and as a result are generic in the extreme. The flaw in 

the structural approach to generating narrative is that it fails to take into account the qualities 

that make sophisticated narrative successful: complex character psychology and reference to 

observed real-life details. Computer programs tend to have little access to the world outside 

them, and so all references to the real world must be input by the author. This reliance on 

human input negates the aim of automatic generation. 

It would seem to me that cinema has enough generic scripts already, without the need for a 

computer program to create them. The relationship between algorithm and cinema must 

therefore move beyond attempts to automatically generate film plots from structural

templates. Perhaps from Klein and Meehan’s work we can conclude that a human author 

should take an active role in writing the narratives of generative cinema. This conclusion 

would correspond to my proposed ‘database movie’ model, in which a human author creates 

the majority of the narrative material, using algorithms only to sequence this material.

Another conclusion could be that those attempting to produce generative cinema should

further examine how narratives come into existence. Human authored stories tend not to 

come from the imagination of the author at all, but rather are compiled from real life events, 



	Page 13


xiii

remembered conversations and anecdotes, and bits of other works. In essence the stories do 

not originate from the author but from the infinite complexity of the real world. If the 

programmer could simulate this real world, rather than simulate the narrator who recounts it, 

perhaps meaningful new narratives could be generated. Developed in the 1970s, Tale-Spin is 

typical of early artificial intelligence work in that it tries, and largely fails, to recreate aspects 

of human intelligence. There is now some consensus that this approach to AI is fatally

flawed, and new approaches have now emerged in reaction to this, for example ‘A-Life’, 

which focuses on the interactions of groups of simple simulated organisms. The

‘microworld’ approach to generative cinema uses ideas from A-Life to create a cinematic 

experience. 

The Database Movie
Lev Manovich has proposed the idea, both metaphorically and literally, of cinema as

database. Manovich argues that in one sense, all movies can be thought of as database 

movies: 

For cinema already exists right in the intersection between database and narrative. 

We can think of all the material accumulated during shooting forming a database… 

During editing the editor constructs a film narrative out of this database, creating a 

unique trajectory through the conceptual space of all possible films which could have 

been constructed. From this perspective, every filmmaker engages with the database-

narrative problem in every film, although only a few have done this self-consciously 

(1998).

Rather than be satisfied with one fixed ‘trajectory’ through a collection of recorded or 

otherwise pre-authored media elements, a computational system can be put in place to

retrieve and display these elements in real time, as the movie plays. While algorithms are 

employed to control the sequencing of clips, the majority of the meaning lies within these 

clips, and is created through traditional cinema processes. The advantage Manovich

perceives of the database movie over traditional media is that it does not require the author to 

place material in any particular order. I would argue however that though the material is 

presented in a non-linear way, it still has narrative’s authoritarian properties and prescribed 

meaning, and as noted earlier, the algorithm itself is also an ‘ideological construction’.
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Most works that could reasonably be considered both ‘database movies’ and ‘generative 

cinema’, such as Jon Pettigrew’s prototype and Stan Douglas’s Win, Place or Showare based 

exclusively to the sequencing of digital video, to create seamless cinematic experience.

Though Manovich calls his own database movies ‘Soft Cinema’ (my emphasis), he adopts a 

multimedia approach that features music, sound, text and still image in addition to moving 

image. Manovich’s justification for this is that the ‘video, photographic and film image today 

[are] no longer the dominant but just one source of visual information about reality among 

many others’ (2002a). Manovich has also embraced the software aesthetic, dividing and re-

dividing the screen into multiple ‘windows’. While this all helps create the impression that 

one is watching a dynamic, digital, generative system, it reduces the impression that the work 

is ‘cinema’. 

Generative film grammar
The key algorithms in a database movie are those for sequencing the clips or media elements. 

For sophisticated editing patterns to be created in real-time, the programmer would have to

define a ‘generative film grammar’, a rule-based system defining how shots of various types 

and subjects can be connected over time. Unfortunately, these automated film editors suffer 

from the same problems as Meehan and Klein’s automatic storywriters. The software cannot 

comprehend the sequence of cinematic action, so it has no way to judge if a particular 

sequence has been successful, or what its meaning might be. While the program can

assemble clips together, it is working with a blindfold on, unable to see (or hear) the end 

result. 

Jon Pettigrew, in his generative film prototype, avoids the problem of overall narrative

structure by only employing algorithmic editing in a short flashback montage at the end of 

this otherwise conventional film. As the sequence is a montage in non-continuous time, it 

avoids the challenge of coding for continuity editing; any shot can connect to any other shot 

and still make sense to the viewer. Though the sequence is fairly indistinguishable from that 

which a human editor would produce, this has more to do with the nature of this type of 

sequence than the complexity of the editing algorithm. Pettigrew achieves a cinematic 

aesthetic which I believe is desirable, but he does so by a rather limited trick, not by creating 

the sophisticated algorithm that is necessary to sequence longer scenes or an entire film. 

Manovich’s solution to the problem of software’s ‘blindness’ is applying a system of

metadata for describing the content of each clip so that it can be related to other clips. 
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Metadata is the data about data: keywords assigned to an image in a media database, 

a number of words in a text file, the type of codec used to compress an audio file. 

Metadata is what allows computers to “see” and retrieve data, move it from place to 

place, compress it and expand it, connect data with other data, and so on (2002b).

Manovich’s system allows video and audio to be connected with greater complexity,

generating more meaningful relationships between shots. Neither Manovich nor Pettigrew 

has attempted to represent through algorithm the full repertoire of the seasoned film editor. 

To do so would perhaps be the central achievement of the database movie, enabling

generative films that are more accessible to the audience. On the other hand, perhaps it yields 

desirable results for filmmakers to explore software’s ‘blindness’; the software may combine 

clips into sequences that a human editor, too engrossed in the language of cinema, would not 

consider. Perhaps the editing stage is too late in the process of film production to apply 

generative principles. After all, by this point the majority of the film – the scriptwriting, 

acting, mise-en-scene (staging and action), photography and sound recording have already 

been completed by conventional methods. If this is the case for the database movie, it is not 

so for the ‘microworld’ approach however, which applies generative principals throughout its 

creation.

The Microworld
The mistake is to start with the outside behaviour you want to see, and work back 

towards some equation that produces it, rather than start with the fundamental

physical processes that are at work, and from them build outwards to generate the 

behaviour (Grand, 2000: 72).

An alternative to the database movie model is based on simulated characters interacting in a 

virtual environment. I will refer to this approach as microworld cinema; ‘microworld’ is an 

artificial intelligence term to describe limited virtual environments in which intelligence is 

required to succeed (Russell and Norvig, 1995: 19). The microworld approach places the 

algorithm at the centre of the work. 

Rather than narrate specific events, the

programmer/filmmaker must make rules about how phenomena should occur within the

microworld. This form of generative cinema relies on the principals of object-oriented 

programming to create autonomous agents, with their own unique ways of behaving. Once 

characters are coded, events are emergent from their interactions, and do not have to be 

specifically coded for. The audience view these events and mentally construct the narrative 



	Page 16


xvi

for themselves. In this sense it is perhaps less authoritarian than traditional narrative cinema, 

although the events that occur are determined by the film’s code, which itself has an

ideological bias imposed by the author. While at present there are few examples of

microworld cinema, elements of this approach can be seen in so-called ‘sim’ games,

especially The Sims.

Visually, microworlds consist of two-dimensional or three-dimensional environments and

characters, which are likely to be modelled by a human artist. The film is generated almost 

completely in real time, with production, pre-production and post-production brought together 

and generated ‘on-the-fly’. A shot is ‘filmed’ by a virtual camera, rendered by the software, 

and displayed to the audience, possibly accompanied by sound. The Sims is not particularly 

cinematic in the respect of its camera placement and shot editing. Characters are viewed from 

an elevated position, rather than from their own eyelevel as is traditional in cinema. The 

game also disregards conventional devises for presenting consistent cinematic space, allowing 

the player to rotate 360º around the environment, in 90º jumps. The Sims could become more 

cinematic if it disposed of its godlike, birds-eye-view in favour of a more intimate

arrangement of cameras within the scene. Perhaps descendants of this game will include 

attempts at cinema based editing patterns, and, like database movies, take on the challenge of 

programming a montage algorithm based on a generative film grammar. It could be,

however, that as Pool notes, the need to display information to the player prevents these 

patterns from being adopted (2000: 95). This is one reason why games and cinema will never 

truly converge, and a perhaps a reason why generative cinema should exist as a field in its 

own right, exploring cinema’s possible relationship to simulation and algorithm in a non-

interactive context. 

Software’s general inability to interact with the physical world rules out one of cinema’s 

central elements - the camera. Any generative film that uses virtual environments rather than 

video clips loses the traditional link between cinema and the indexical photographic/video 

image. While computers can simulate actors, cameras and sets virtually, much of the

theoretical work that defines cinema, such as Kracauer’s Theory of Film: the redemption of 
physical reality (1960), centres on the movie camera and its relationship to physical space: 

‘the photographic reality to which the camera aspires’ (Kracauer, 1997: 104). Images of the 

microworld, though potentially elaborate, are invariably non-photographic animations, which 

while interesting in their own right, are detached from much of cinema’s heritage. As for 

what appears in front of the camera, virtual actors do not, at least at present, have the 

anatomical complexity to rival a human actor’s full range of expression. While a microworld 

approach may make for work that is more generative, perhaps in this respect it is also less 
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cinematic. On the other hand, the visual potential of computer generated imagery within 

microworlds is the same as within linear digital cinema: to create new visual realities not 

otherwise possible. 

Autonomy: OO and The Method
In Aristotelian poetics, the notion of character is secondary, entirely subsidiary to the 

notion of action… Later the character, who until then had been only a name, the 

agent of an action, acquired a psychological consistency, became an individual, a 

“person”, in short a fully constituted “being” (Barthes, 1977: 104).

Despite Barthes’ above assertion, many characters in film and literature are still not fully 

rounded individuals, but tend towards stereotype. Unlike conventional narrative cinema,

microworlds are not structured around episodes of action, but around characters, or at least 

code objects, which can be characters or other ‘things’.

The Sims is better thought of not as a game but as a “social simulator” [that] models 

ongoing relationship dynamics between a number of characters. Although the

relationship model itself can hardly compete with the modelling of human

psychology in modern narrative fiction, since The Sims is not a static representation 

of selected moments in the characters’ lives but a dynamic simulation running in real 

time (Manovich, 2002b).

I would disagree with Manovich that algorithmic simulations ‘can hardly compete with the 

modelling of human psychology in modern narrative fiction’. Although authors have become 

increasingly interested in providing a psychological grounding to characters, these characters 

are more often employed simply to fulfil some ‘dramatic function’. Examples of cinema that 

do aim to place the autonomy of the character at the centre are those which employ ‘Method’ 

acting and improvisation. Stanislavski’s system of acting, and its descendant, Strasberg’s 

‘Method’, require the actor to ‘become’ the character, placing psychology above narrative 

concerns of theme and plot. ‘An actor who “lives his part” is a creative actor; the one who 

simply imitates human emotions without feeling them each time is a “mechanical” one. The 

difference between them is the same as between a human being and a mechanical puppet’ 

(Boleslavsky, 1970: 510). Virtual actors share this approach – they are not aware that they 

are acting at all. Just as characters enacted through Strasberg’s ‘Method’ are not puppets of 

the scriptwriter, simulated characters are not the puppets of their programmer, but

freethinking, autonomous individuals. ‘A system is autonomous to the extent that its
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behaviour is determined by its own experience’; this goes beyond the simpler definition that 

an autonomous system is simply ‘not under the immediate control of a human’. (Russell and 

Norvig, 1995: 35) To achieve true autonomy, a virtual character must have memory, and be 

shaped by its experiences. This notion is also key to ‘Method’ acting; actors must understand 

the history of a character to become that character, and so create a believable performance. It 

is important to note that in The Sims, the autonomy of characters is intentionally limited in 

order to give the player a more active role. A character may know that it is hungry, for 

example, but not make the decision to eat, instead looking to the camera to encourage the 

player to issue that command. Player interaction thus inhibits the characters’ freedom to 

assert their autonomy. 

In the majority of videogame genres, the narrative-code split tends to be based around high-

level and low-level phenomena. Code tends to be used for the simulation of physical

processes with strict laws such as Newtonian physics, while narrative elements tend to

represent more complex and subjective phenomena such as characters’ psychology, behaviour 

and speech. As a result, there tends to be a clear divide between narrative and algorithm, with 

the player very much aware of which elements come from the programmer and which from 

the scriptwriter. Heavily pre-plotted games, rather than challenging narrative, reinforce it by 

allowing a narrator rather than a programmer to control the flow of action. In ‘sim’ games 

however, the dominance of narrative is challenged. These games do not follow a set arch, 

centred on the player as protagonist, but rather allow a chain of events to emerge from the 

interaction of artificially intelligent code-entities. Such games encourage observation of the 

microworld rather than direct player control, and emphasise code-code rather than player-

code interactions. As a result these games represent a partial manifestation of generative 

cinema: generative, in that algorithm, not narrative, determines the action, and cinematic in 

that the one’s experience is largely that of an observer. However, the ability to intervene in 

the ‘story-world’ still provides some of the enjoyment of simulation games, and perhaps 

microworld cinema runs the risk of aping popular simulations such as The Sims, whilst 

removing the interactive element that makes such games compelling. On the other hand, 

perhaps it is only in the non-interactive field of generative cinema that the simulation of 

complex autonomous characters can be achieved. 

In the next chapter, I examine how the autonomy of virtual characters in microworld cinema 

may be extended to interpersonal communication, and how conversation may be represented 

within database movies. I begin the chapter, however, by examining the conventional

cinematic presentation of dialogue, in order to deduce what potential advantages generative 

cinema might have in this activity. 
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Chapter 2 – Cinematic Dialogue
Cinema presents many voices and one voice simultaneously; it is at once monologue and 

dialogue. Lawrence attributes a multi-layered character to voice in cinema: ‘The term

“voice” can be used in several ways: to refer to the physical voice reproduced in film through 

sound technology; to refer to the use of language; or to refer to the possession of an authorial 

voice’ (1992: 178). To Lawrence’s definition I would also add another ‘voice’, that of the 

cinematic narrator - an implied presence that shapes both the story and its telling, distinct 

from both the actual author and the voice-over narrator (if the film has one). Film’s 

extradiegetic narration is ‘the primary narratorial or discursive activity flowing from the 

medium of cinema itself’ (Stam et al. 1992: 103), a combination of mise-en-scene, 

cinematography and editing. While different characters may apparently present unique

viewpoints and concerns, these characters are all manifestations of the cinematic narrator’s 

singular world-view. Rimmon-Kenan argues that 

even when a narrative text presents passages of pure dialogue, manuscript found in a 

bottle, or forgotten letters and diaries, there is in addition to the speakers or writers of 

this discourse a “higher” narratorial authority responsible for “quoting” the dialogue 

or “transcribing” the written records (Cited in Stam et al. 1992: 88). 

The cinematic narrator is always thought of as singular, and so, in this sense, cinema is 

always monologue. 

Some have questioned what role dialogue – by which I mean enacted and recorded speech -

should play in cinema. The perceived loss of quality between silent film and ‘talkies’ in the 

infancy of cinema led to pessimism from Eisenstein, Clair and others. ‘Cinema was cinema 

before the soundtrack was added, they said, so sound cannot be a fundamental component of 

the cinematic experience’ (Altman, 1992: 35). For Kracauer, recorded sound, and speech in 

particular, presented an affront to the very essence of cinema; ‘For sound films to be true to 

the basic aesthetic principle, their significant communications must originate with their

pictures’ (1997: 103). Kracauer’s main concern was that spoken language would ‘open up the 

region of discursive reasoning, enabling the medium to impart the turns and twists of

sophisticated thought’, and so ‘interfere with the photographic reality to which the camera 

aspires’ (1997: 104).
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Others would argue that sound has enhanced the cinematic experience and that cinema, 

uniquely positioned to capture the essence of conversation, should embrace dialogue. Stam et 
al. recognise that ‘cinema is superbly equipped to present extra-verbal aspects of linguistic 

discourse’ (1992: 219). With synchronised sound and image, cinema is able to represent not 

only language, as in literature, or recorded voice as in radio, but combine language, voice and 

the non-verbal aspects of conversation. 

In sound-film, we not only hear the words, with their accent and intonation, but also 

witness the facial or corporial expression which accompanies the words – the posture 

of arrogance or resignation, the raised eyebrow, the look of distrust, the ironic glance 

which alters the ostensible meaning of an utterance (1992: 219).

As Kracauer accepted, sound, and specifically spoken word, is a necessity for complex

cinematic narratives. ‘For with the plots becoming ever more ambitious and intricate, only the 

spoken word would be able to relieve the silent film from the increasing number of

cumbersome captions and explanatory visual inserts needed for the exposition of the intrigue’ 

(1997: 102). The solution Kracauer proposed to the problem he perceived in cinematic 

dialogue was a ‘shift of emphasis from the meanings of speech to its material qualities’ 

(1997: 109). If generative cinema were to exclude speech, it would have to reduce its 

narrative complexity, or risk being incomprehensible, neither of which is desirable. 

Cinema can be seen as ‘vococentric’. Today dialogue dominates the structure of cinema. The 

cinematic convention is ‘to make the speech of characters into the central action, in the 

process making us forget that it structures the whole film’ (Chion, 1992: 106). Speech is 

privileged as the key interaction between characters. The screenplay form, through which 

films are written, derives from the theatrical script and is built around text rather than image, 

placing speech at the centre of the work. That the screenplay precedes the storyboard in the 

production process can be seen as evidence of cinema’s true vococentric nature. Dialogue 

also seems to dominate in film soundtrack. As Chion asserts, ‘all the phases of the sound 

production process are subordinated to the goal of showcasing the human voice and making it 

audible and comprehensible; other sounds (music, noise) are subordinated both to dialogue 

and to the image’ (1992: 61).

Cinema has a fairly rigidly defined set of conventions for the staging of dialogue scenes. 

Central is the notion of preserving a sense of consistent cinematic space, so that while cutting 

between shots of two or more speakers the audience is left with the impression that they are 

viewing a single event in a single location. The ‘180º rule’ aids this by insuring ‘screen 
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direction’ is consistent. Characters are only photographed from one side of an imaginary ‘line 

of action’, usually the eye-line between two characters, and so each character always appears 

to face in the same direction (left-to-right or right-to-left). Directors tend to match shots of 

different characters into shot/reverse-shot pairs, where both shots are the same scale, for 

example two close-ups, at roughly the same angle from the line of action. Rather than staying 

fixed on the character who is speaking, in modern cinema the editor tends to cut to ‘reaction 

shots’ of other characters during a line of dialogue, to show how they are responding non-

verbally, and to create a natural, flowing sequence. It would seem essential that all of these 

features were preserved in the editing algorithms of generative cinema, if the experience is to 

be truly cinematic.

Some filmmakers, such as Godard, have experimented with alternatives to these conventions; 

Stam et al. go as far as to say that ‘Godard’s entire career constitutes a protracted attack on 

the conventional Hollywood decorum for handling discursive situations in cinema’ (1992:

218). Godard subverts and ignores cinematic conventions, adopting lingering single-shot 

scenes or unusual physical arrangement of characters within the frame. Chion, however, 

argues that Godard’s supposed subversion of cinematic dialogue conventions ‘succeeds only 

in reproducing and reinforcing the familiar dialogue-centred structure, but in an inverted

fashion’ (1992: 110). For Chion, Godard’s work only exists as a reaction to vococentrism, 

not an alternative. There is no reason why generative cinema should not also experiment with 

alternatives to the established conventions (it is, after all, an experimental form of cinema), 

except that straying too far may be perceived by the audience as inaccuracy, rather than 

experimentation. 

Improvised dialogue can provide an engaging alternative to tight scripting, evoking the

spontaneous qualities of speech. Rabiger argues, that in the real world, ‘People converse 

elliptically, often at cross purposes, and not in the tidy ping-pong dialogue of the stereotypical 

drama’ (1997: 116). A greater level of cinematic realism can thus be achieved if utterances 

come not from a single author but from autonomous characters. Improvised films, from 

directors such as Ken Loach and Mike Leigh go some way to redressing the problem of 

artificiality in dialogue. Rather than working from a script, actors improvise scenes in

rehearsal or as they are filmed. The resultant dialogue emerges from the characters rather than 

being imposed by a scriptwriter. This dialogue is believable because real world conversations 

are themselves improvised. Generative cinema is created ‘on-the-fly’ and is therefore 

inherently improvisational in nature, perhaps meaning that it too has a natural affinity with 

dialogue.
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Dialogue in the Database Movie
In essence, any real-life conversation is only one of many possible outcomes, generated from 

the ‘databases’ and processes of the participants’ minds, and structured through their use of 

language. In database movies, footage from multiple takes and camera angles, and of 

alternative possible outcomes, can be sequenced in real time to imitate the spontaneous effect 

of conversation. Stan Douglas’s Win, Place or Show (1999) represents one of the few 

attempts to create a generative, database-driven scene of dialogue. In this work, Douglas uses 

laserdisc players and video projectors to present a movie that edits itself at runtime from a set 

of pre-authored material. Douglas creates a powerful interrelationship between the content of 

the work – exploring the theme of chance in the unfolding of conversations, and of reality as a 

whole - and its generative structure. Douglas’s representation of conversation in some ways 

goes beyond what traditional cinema can achieve. As the film has many possible variations 

(over forty thousand according Tate’s press release), its dialogue has a similar relationship to 

chance as real conversation; what the audience experiences is just one of many possible 

outcomes. 

Rather than employing a complex metadata system to define how shots can be sequenced, 

Douglas structures his work around a conventional screenplay. On a cut, the next shot always 

presents the next line of dialogue, as structured in the script. However, the algorithm chooses 

from a range of possible clips featuring different camera angles or alternative deliveries by 

the actor. In this way, even though the decision is made at random, the work still achieves 

narrative coherence. Perhaps there is a missed opportunity in Win, Place or Show is that no 

dialogue takes place on an algorithmic level. The choice of what to say next comes from the 

script, and the choice of which version from a centralised editing algorithm. If Douglas had 

devised the editing system so that each shot was chosen as reaction to the previous line of 

dialogue, rather than at random, the effect may have been conceptually more significant 

(though whether or not the audience would notice, is a different matter). Perhaps database 

movies could include simple algorithmic models representing each character, and use these 

models to decide which versions of footage are used – in other worlds, use a microworld to 

structure their playback. 

There are no clues to the generative structure of Douglas’s Win, Place or Show embedded 

within the work. In the gallery context in which it is shown, the audience tends to be 

emotionally more distanced than a normal cinema audience, and more inclined to analyse the 

work’s underlying concept. By reading the accompanying explanation, this audience can
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come to understand both the end result, and the automated process by which that result was 

created. However, were the work to be shown in a true cinema context, where an increased 

level of immersion means the experience is generally emotionally rather than intellectually 

engaging, perhaps the work, with its seamless cinematic illusion, would not be fully

understood. If the audience is to fully appreciate generative cinema it is essential that they 

mentally combine the role of the programmer into their notion of the cinematic narrator, and 

see it as another facet of cinematic discourse, rather than a conceptual issue to be considered 

independently. 

As a final note on dialogue’s possible role in the database movie, I propose that if actors 

improvising dialogue were filmed, and this footage used as a base for an algorithmically

edited movie, it may make for an engaging representation of conversation. The filmmaker 

would then have to define a relationship between the improvisation of the actors and the 

improvisation of the film’s editing algorithm. Even this strategy, however, would still be 

limited to sequencing pre-recorded material, and this footage would to some extend dictate its 

own order. Conversations tend to include patterns of interchange with an inherent

chronological sequence, for example an answer following a question, and this greatly reduces 

the editing algorithm’s freedom in sequencing and connecting footage, if a conventional

unfolding of time is to be presented. As microworld cinema is created dynamically in real-

time, and not constrained to manipulating a set of pre-authored material, perhaps it could 

better represent the unpredictable, improvised nature dialogue.

Dialogue in the Microworld
Interpersonal communication, such an important facet of humanity, would seem an essential 

ability for any virtual character in generative cinema, if the audience are to identify with that 

character. As conversations are not planned from beginning to end in advance, but are 

improvised by their participants in a step-by-step manner, the algorithmic, step-by-step way 

in which object-oriented virtual characters exist may suggest that they would take easily to 

the act of conversation. Could extending the autonomy of virtual characters to impart them 

the power of communication provide a representation of conversational spontaneity that rivals 

improvised drama? 

The Turing Test, proposed by Alan Turing (1950), was designed to provide a 

satisfactory operational definition of intelligence… Roughly speaking, the test he 

proposed is that the computer should be interrogated by a human via a teletype, and 
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passes the test if the interrogator cannot tell if there is a computer or a human at the 

other end (Russell and Norvig, 1995: 5).

Early attempts to computationally simulate dialogue centred on the ability to converse with a 

human. Indeed, Turing based his entire definition of computer intelligence on whether a 

computer could conduct a convincing conversation. However, many attempts at producing 

software to fool a human interrogator - Weizenbaum’s Eliza (1965) for example - are based 

on amusing tricks rather than a serious endeavour to achieve meaningful communication. 

The Eliza program’s trick is to turn the tables on the human participant and interrogate them, 

sidestepping its own real lack of intelligence. While it ‘could apparently engage in serious 

conversation on any topic’ it ‘actually just borrowed and manipulated the sentences typed into 

it by a human’ (Russell and Norvig, 1995: 20). The problem with so-called ‘chatter-bots’, is 

that although they can manipulate some of the outward structures of language, they lack any 

real understanding of its meaning. They do not have internal models of the subject matter 

about which they apparently speak, succeeding only ‘by means of simple syntactic

manipulations’ (Russell and Norvig, 1995: 20). Like the story writing software discussed 

earlier in this essay, chatter-bots have no life, either exterior or interior, aside from their 

utterances, and anything they apparently ‘know’, they are in fact reading from a script. In the 

chatter-bot we can see the essence of ‘bad acting’ - delivering lines mechanically and without 

motivation. If improvised dialogue is more believable in drama because each utterance is 

psychologically motivated, perhaps microworld cinema’s virtual actors can succeed for the 

same reason. 

Russell and Norvig note that ‘Language is ambiguous and leaves much unsaid. This means 

that understanding language requires an understanding of the subject matter and context, not 

just an understanding of the structure of sentences’ (1995: 15). As simulating speech

essentially requires simulating thought, it would seem logical that the utterances of

microworld cinema’s A-Life characters need only represent the level of complexity with

which these characters think and operate, not at a human level of sophistication. A-life 

entities such as ‘Sims’ do not have to communicate with humans, only with each other, and 

so, perhaps, should not be expected to converse in poetic or even reasoned ways. In fact, as 

in The Sims, it may not even be necessary for characters in microworld cinema to

communicate in a language that the audience understands. 

Russell and Norvig advocate a view of communication as action in A-life systems. In a 

microworld, a group of agents 
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gains an advantage (collectively and individually) by being able to… Inform…

Query… Answer… Request or command… Promise to do things or offer deals… 

Acknowledge requests and offers...[and] share feelings and experiences with each 

other (1995: 652).

Communication between virtual characters serves to increase the complexity of the

microworld and so offer a more varied experience for the viewer. Each utterance is motivated 

by the individual desire of a character, but benefits the group collectively. I would contend 

that the Turing Test’s approach to dialogue – with its the inherent inequality – goes against 

the democratic spirit of conversation. The motivation for these interrogations is an attempt to 

outwit the software, rather than to achieve mutually beneficial communication. In The Sims
the emphasis is placed on speech as an action, carried out to meet some desire or achieve 

some end, rather than produce self-contained narratives or poetic statements for the audience 

to enjoy. ‘Conversations allow Sims to modify their relationships with each other and to 

satisfy their social need’ (The Sims: Deluxe Edition, Manual). This corresponds well with 

Rabiger’s assertion that in cinema ‘Dialogue should be used only when necessary, not as a 

substitute for action. Dialogue should itself be action, that is, people acting upon each other, 

not people telling things to each other (and the audience)’ (1997: 116). From this we could 

conclude that The Sims treats conversation in a cinematic way, perhaps more cinematic than 

many films.

Russell and Norvig distinguish between an ‘encoded message’ and a ‘situated language’ 

model of communication. Within the encoded message model, the speaker has a definitive 

proposition, which they encode into words. The hearer then decodes these words to retrieve 

the original proposition. Within the more advanced situated language model however, the

hearer generates meaning based on both the words and the situation in which the words are 

uttered (Russell and Norvig, 1995: 659). This notion of taking into account the context of an 

utterance would seem to correspond with the previously asserted cinematic importance of the 

extra-linguistic aspects of communication, such as the acoustic qualities of voice and the non-

verbal behaviour of participants in conversation, and so should be the strategy adopted by 

microworld cinema. The Turing Test, I believe, is a highly reductive view of dialogue as it 

does not take into account these characteristics. ‘Turing’s test deliberately avoided direct 

physical interaction between the interrogator and the computer, because physical simulation 

of a person is unnecessary for intelligence’ (Russell and Norvig, 1995: 5). Perhaps Turing’s 

assumption that speech can exist without a non-linguistic context is flawed, especially if we 

want the resultant conversations to be at all engaging.
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The Sims separates speech’s acoustic qualities such as emphasis and tone-of-voice from its 

message carrying qualities. ‘Sims’ speak not in a comprehensible language, but rather a 

babble of nonsense words. During each conversation, an audio sample is played, chosen 

according to how well the tone of voice matches the mood of the characters and the intimacy 

of their relationship (measured neatly as an integer between zero and one hundred). The topic 

of the conversation appears separately, as an icon in a speech bubble; each Sim ‘needs at least 

some interest in the topic in order for the conversation to proceed’ (The Sims: Deluxe Edition, 

Manual). Though The Sims handles speech very successfully, it employs a database movie 

strategy, rather than a microworld approach. The sound heard during each conversation is not 

generated at runtime but rather chosen from a large bank of pre-recorded samples, voiced by 

actors. A more advanced solution might be to generate the audio waveform algorithmically, 

though at present digitally synthesised speech still has a distractingly artificial sound quality. 

Perhaps this is more evidence to suggest that microworld and database movie approaches 

should be combined to exploit the advantages of both models.

In cinema, much of the insight into the emotions and desires of characters is revealed

explicitly, through what they say in dialogue scenes or, in some cases, monologues to camera. 

This process of introspection imparts the characters with a sense of rationality. Some would 

argue that in the real world people do not act rationally but according to subconscious desires, 

and so it is more cinematic if the audience learns about characters through examining their 

external behaviour. In The Sims, however, the player is presented with a set of ‘status bars’ 

which reveal the extent of a character’s well being and the nature of their desires, divided into 

categories such as ‘hunger’ and ‘social’. Though these graphical displays work within the 

videogame paradigm, where presenting information with clarity is desirable, in generative 

cinema the emotions of characters are better expressed through the their behaviour, and

through framing and editing choices.

The various parties who contribute to the collaborative process of filmmaking are generally 

perceived by the audience, not as separate voices, but rather as a single narratorial source. In 

generative cinema therefore, it is conceivable that the ‘voice’ of the programmer can and 

should also be incorporated into the implied cinematic narrator. This narrator works to create 

another layer of voices, that of the characters in the story, and here speech is best employed as 

an action performed on other characters, rather than to create poetic statements. Algorithmic 

simulation has an improvisational nature that lends itself well to representing dialogue

cinematically. The real-time, automated editing of the database movie could potentially be 

combined with improvised acting techniques to heighten this spontaneous effect, choosing to 

either adopt or ignore cinematic conventions for presenting speech. In artificial intelligence, 
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simulating speech (by which I mean communication, rather than the sound of words) fails 

where there is no surrounding context and motivating force. Similarly, cinema dialogue is 

redundant if it is not motivated by a character’s desires. In microworld cinema, virtual

characters’ unique form of method acting has the potential to create convincing and sincere 

performances by generating speech in real-time, based on their psychological status. This 

speech need not be fully comprehensible to the audience, as it is performed, not for their 

benefit, but for the characters in the story. 
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Conclusions
It is worthwhile that ‘generative cinema’ exists, as a field distinct from videogames.

Generative cinema is an exiting way to utilise the potential of algorithmic simulation, and

excluding the element of interaction, so central to the videogame, allows the software greater 

autonomy, and an increased adherence to the conventions of cinema. Videogames can never 

adopt a fully cinematic aesthetic, as information must be presented to the player with as much 

clarity as possible. Similarly, player control constrains the possibilities for complex narrative 

to be presented. Autonomous virtual characters may one day rival film and literature in their 

psychological complexity, but in computer games this autonomy will be intentionally limited 

to give a more active role to the player. Though future ‘sim’ games may be increasingly both 

generative and cinematic, relying less on scriptwriters, and more on programmers to create 

the flow of action, and utilizing and adapting some screen and editing conventions from

cinema, they will never be ‘generative cinema’ as such.

The algorithm has much to offer the world of film. Computer generated narratives, like 

human authored stories, are poor if they rely on structural templates for their creation and 

effect. Generative cinema should not be generic cinema, but rather an experimental form, 

taking risks by applying techniques that conventional filmmakers would not. The rather 

haphazard montage of the database movie is perhaps less authoritarian than conventional film 

editing, as it leaves a greater amount of interpretation to the audience. Though the virtual 

cameras of microworld cinema offer less-traditional cinematic images, this unreal visual

aesthetic may have potential of its own in opening up new realities and engaging with the 

audience in new ways. As a brief aside, I find it interesting that concepts from improvised 

drama and ‘Method’ acting have reoccurred so often in my research. This reoccurrence may 

suggest that improvised films are themselves a kind of non-computational generative cinema. 

Working without a script these films successfully overcome the unnaturally vococentric 

character of cinema, and create a more believable narrative. 

Generative cinema has particular advantages over conventional cinema in the presentation of 

dialogue. Real-world conversation has a spontaneous, improvised quality that conventional 

cinema dialogue can sometimes fail to capture. Like improvised acting techniques,

generative film, which is inherently improvisational, has a natural affinity for the

representation of dialogue’s unpredictable nature. In the database movie, footage from

multiple takes and camera angles, and of alternative possible outcomes, can be sequenced in 

real time to create this spontaneous effect. In microworld cinema, speech can be
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algorithmically generated in real time, and as this speech issues directly from an autonomous 

character, rather than being imposed by an external author, it has a sincerity lacking in some 

cinema dialogue, even if it is otherwise more simplistic.

There is evidence to suggest that generative cinema may be most successful if it combines the 

database movie and microworld approaches. In practice, no microworld film can be

generated through algorithm alone; at some point the author must create material by other 

means. The Sims, for example, relies on a large database of conventionally created graphics, 

object-geometries, sound samples, and animation sequences to create a visually and aurally 

engaging experience. To algorithmically generate each aspect of a film on principle, would 

seem pointless, especially if it conflicts with other aspects of the aesthetic decision making 

process. Similarly, within the database movie, creating a rich experience relies heavily on the 

programming of a complex media-sequencing system. A microworld algorithm, modelling 

the psychology and behaviour of the characters within a scene, would thus seem to be a good 

way to select and sequence this footage. 

Though the presentation of generative cinema is logistically problematic, relying heavily on 

site-specific installation, some, for example Jon Pettigrew, have ambitions plans. ‘The world's 

first generative film, Reflets Dans L'Eau acts as a pilot and pitch for a generative feature film, 

for launch in e-cinema in 2005’ (Generative.net). However, for the moment at least, the 

distribution of generative cinema will be limited, confined to art galleries and academic 

institutions. The distribution of videogames, on the other hand, is increasingly wide. That 

The Sims has proved so popular is an encouraging sign for the potential of generative cinema. 

If its audience is willing to spend hours playing, and able to become emotionally involved 

with the artificial-lives of its characters, they may also be willing to watch and listen to

algorithmically generated narrative in the darkened space of a cinema.
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